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Abstract
Public consumption of artificial intelligence (AI) technologies has been rarely investigated from the perspective of data 
surveillance and security. We show that the technology acceptance model, when properly modified with security and surveil-
lance fears about AI, builds an insight on how individuals begin to use, accept, or evaluate AI and its automated decisions. 
We conducted two studies, and found positive roles of perceived ease of use (PEOU) and perceived usefulness (PU). AI 
security concern, however, negatively affected PEOU and PU, resulting in less acceptance of AI—(1) use, (2) preference, 
and (3) participation. AI surveillance concern also had negative effects on the credibility of AI and its recommendations. We 
integrated extant literature on socio-demographic differences, providing an insight on how AI acceptance is based on one’s 
rationality regarding (1) technological risks (security/surveillance) and (2) benefits (PEOU/PU) as well as other contextual 
factors of socio-demographics.
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1 Introduction

With a shift to artificial intelligence (AI), popular sentiment 
has often been enthusiastic about the affordances of AI tech-
nologies and social dynamics in newly emerging forms of 
digital participation. Popular commentaries have expressed 
the great excitement, wonder about AI and its human-like 
functionality, as well as some of data-related concerns 
arising from automated decision-makings (Horvitz 2017; 
Złotowski et al. 2017). Still, little empirical evidence has 
been accumulated as to how people decide to adopt, use AI 
technologies, and find AI-based decisions credible—espe-
cially taking into consideration public worries about data 
surveillance or security (Milano et al. 2020). In other words, 
we do not know much about how individuals with their con-
cern about personal data come to accept or reject AI-based 
platforms, tools, and applications that automate digital par-
ticipation. Consequently, the precise mechanisms by which 
users take advantage of the plethora of social, economic, 

and political opportunities enabled by AI, and translate them 
into greater affordances at the end point of consumption is 
largely unexplored yet.

This study attempts a careful investigation of the relation-
ship between salient features of cognitive process and the 
acceptance of AI, as indicated by (1) the likelihood of using 
AI and (2) the evaluation of AI-based recommendations. We 
modify the technological acceptance model, which promotes 
the two constructs of perceived ease of use (PEOU) and per-
ceived usefulness (PU) (Davis et al. 1989; Venkatesh et al. 
2003), in the context of AI—defined as algorithmic use of 
computer-programmed machines to perform tasks that tra-
ditionally require human intelligence (Nath and Sahu 2020; 
Shin 2021a; Shin, 2021a, b). We highlight contextual factors 
of personal data security and surveillance, and how these 
concerns are taken into account to shape one’s decisions to 
accept AI. We further examine whether the function of these 
cognitive constructs depend on socio-demographic differ-
ences (Baum 2020; Dutton et al. 1987).

Collectively, using both experimental (Study 1) and 
survey designs (Study 2), this study contributes to exist-
ing literature in the following ways. First, we newly apply 
the technological acceptance model (TAM) to the use of AI 
in various contexts, expanding its theoretical plausibility. 
Second, we broaden the notion of technological acceptance, 
calling for context-specific models—specially, concerning 
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data privacy and surveillance. Third, the TAM, with its 
emphasis on cognitive rationality, is adjusted to explain 
socio-demographic variations as important to individual 
decisions on technological acceptance. Finally, practical 
implications are drawn with regard to how individual per-
ceptions eventually take shape to put the affordances of AI-
based technologies into practice.

2  TAM as a conceptual departure 
in cognitive heuristics

The TAM is a parsimonious theoretical framework that pre-
dicts and explains individual acceptance of a technology 
(Davis 1989). It is an individual-level account that high-
lights the cognitive power of rational calculation in mak-
ing technology-related decisions. Early development of the 
TAM largely concerned the implementation of information 
systems in organizational settings (Venkatesh et al. 2003). 
Subsequent applications were made in an attempt to under-
stand individual cognition when people decide to buy, adopt, 
or consume new technology products, such as personal com-
puter, software applications, online communities, and Inter-
net (Shin 2009, 2021a, b). The TAM’s fundamental premise 
is built upon the idea that a rational sequence of decisions, 
which can be readily seen at the organizational level, is also 
expected at the individual level, as a person weighs whether 
to adopt, use, and accept a new technology, such as AI, and 
its decisions.

We are primarily interested in the TAM’s two heuristic 
determinants: (1) PU, defined as the degree to which a user 
perceives the usefulness of technology in accomplishing her 
personal goals, thus resulting in technological acceptance 
and (2) PEOU, defined as the degree to which a user per-
ceives the easiness of technology, i.e. the extent to which 
its uses are perceived as free of physical and mental efforts. 
Despite numerous variations, these two constructs remain 
the TAM’s fundamental building blocks. In essence, the 
TAM is a variant on the theory of reasoned action (Fish-
bein and Ajzen 1975), as it posits motivational calculation 
as the determinant of a specific behavior. Broadly speak-
ing, the underpinnings of the TAM imply a snap cognitive 
judgement, as rational people are capable of estimating the 
potential gains aligned with accepting a new technology. 
Here we propose that the TAM, when applied to AI, should 
be supplemented with two considerations: (1) data security 
and (2) surveillance concerns.

One way to think about this is that perceptional heuristics 
of the TAM are aided by other rational cues. Data security 
has become a significant issue, as industry experts (Vassakis 
et al. 2018) worry that vastly connected big-data applica-
tions and smart devices are vulnerable to potential attack 
by a malicious adversary. Hackers can hijack and command 

AI-based machine learning system by stealing the identi-
ties of controllers. The authenticity of AI recommendations 
can also be questionable, given the possibility that third-
party actors possibly take over to tamper AI-run systems. 
Data surveillance, meanwhile, has considerably increased 
in recent years. Despite the incredible convenience of AI 
built into the iPhone X, for instance, its technologies also 
enable numerous mobile platforms or companies to track a 
user’s precise movements. It has been reported that AI home 
devices, such as Alexa or/and Google Home, often collect 
voice command data and send them to central servers capa-
ble of processing and retaining personal information with no 
explicit consent (Park 2021c; Stegner 2018).

In a broader sense, these suggest the possibility that peo-
ple’s risk judgement, in deciding whether to accept AI, can 
work against perceived benefits of PU and PEOU. That is, 
data surveillance and security may pose threats to users, 
eliciting a different set of rational responses. This should not 
be surprising, given that new technologies at their inception 
have been often viewed as a threat to human autonomy and 
that such threats are always part of people’s reaction to new 
technologies (Dutton et al. 1987; Janssen et al. 2019; Milano 
et al. 2020; Nath and Sahu 2020). On one hand, one can 
perceive benefits as AI and its automated decisions may be 
patently useful and easy to use. On the other hand, people 
see AI as the risk of losing control of their lives due to secu-
rity breach or unwanted surveillance. Thus, the acceptance 
of AI as a new technology might be a function of heuristics 
interlaced with both positive and negative assessments, in 
lieu of a simple one-directional perception (Sundar 2020; 
Złotowski et al. 2017).

One caveat in fully understanding the applicability of 
TAM is that cognitive function is unlikely to be simply 
the product of individual mind. Several possibilities exist. 
First, individuals do not make every decision by themselves, 
but they pick up contextual clues from surrounding envi-
ronments. Second, social groups influence individual per-
ceptions, and their norms may not be shared by members 
outside social groups. Third, motivation to adopt a technol-
ogy is not immune from external socio-demographic fac-
tors. Poverty, for instance, can limit one’s ability to seek 
new opportunities and appreciate related affordances, being 
in a position not to afford additional steps and new prod-
ucts. It may be perfectly rational, depending on one’s social 
status, for the individual to accept—or not to accept—a 
new technology. Scholars have been aware of these factors 
when applying the TAM. Venkatesh et al. (2003) and Shin 
(2009) proposed the unified theory of acceptance and use 
of technology in an attempt to integrate external elements 
not included in the original TAM, and they measured the 
effect of social factors such as age on the intention to adopt 
technologies (Baum 2020; Joo and Sang 2013). Importantly, 
they adopted a social constructivist’s perspective with an 
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emphasis on the socializing process by which people bring 
their own experiences to interpret, assess, or internalize the 
use of new technologies. This idea is similar to what Rog-
ers (2010) described as technological diffusion, or how the 
processes in which related norms begin to be shared amongst 
members of a social system affect technological adoption. 
The social construction of new technologies (Fulk 1993), 
wherein social relations, status, and positions shape the 
development of shared perceptions among members of a 
collective unit, also resonates our point. At the end, we see 
the need to go beyond purely cognitive analyses of decision 
making, as the rational acceptance of a technology can be 
socially situated, producing different perceptions about the 
conflicting premises of benefits (PU and PEOU) and risks 
(data security and surveillance concerns) related to AI. 

3  Study 1: Experiment

Study 1 focused on health-related AI. Thus, the acceptance 
that we examine in Study 1 pertains to the likelihood of par-
ticipating in health-related use of AI-based digital devices. 
Security and surveillance are serious concerns in the realm 
of personal medical data.

Crawford and Schultz (2014) argued that health data in 
AI-based analytics are extremely vulnerable to potential mis-
use because information about one’s medical status can be 
used for other purposes, such as decisions on employment, 
job status, or promotion. Moreover, any consumption data, 
such as purchases of books, clothing, food, or even online 
search traces, can be linked to a person’s health records. 
Other scholars (Lupton 2012) have observed that constant 
streams of personal data generated by digital consumption 
help private companies to paint a detailed picture of indi-
viduals’ health status. Even as early as the year 2000, 85% 
of internet users who were in poor health condition worried 
about the privacy of medical data and about sharing their 
information online (Grimes-Gruczka et al. 2000). Schol-
ars (e.g. Acquisti et al. 2015) have paid great attention to 
surveillance-related perceptions and how they might alter 
user behavior, such as information disclosure, in the con-
texts of e-commerce, online communities, and social media. 
Though these earlier studies were not directly related to AI, 
it is reasonable to predict that the onset of AI has exacer-
bated these concerns, influencing individual decisions about 
health-related use and adoption of AI.

We propose three-related hypotheses. The first hypothesis 
is that security and surveillance concerns will reduce the 
likelihood of health-related use of AI (H1a). The second 
hypothesis is that security and surveillance concerns will 
negatively influence PEOU and PU related to AI, which in 
turn will lead to a low likelihood of health-related use of AI 
(H1b). The third hypothesis is that when concerned about 

surveillance and security, individuals with a higher level of 
education will be less likely to perceive PEOU and PU and 
thus, less likely to accept AI use (H1c). Whereas H1a posits 
a direct effect of negative technology-related perceptions 
(security and surveillance) on the acceptance of AI use, H1b 
proposes an indirect relationship via PEOU and PU. H1c 
modifies the direct and indirect relationships by suggesting 
that they will vary depending on one’s level of education, 
holding constant other socio-demographic factors. We have 
empirical bases to support these predictions. First, there is 
evidence that a high level of surveillance concern is sig-
nificantly related to reluctance to use health-related digital 
platforms. Prior studies (Giovanis et al. 2012; Park and Shin 
2020) have also indicated that perceptions as to whether per-
sonal data can be safe in an online system, such as electronic 
banking, affect people’s willingness to adopt the system. The 
negative relationship between security concerns and each 
of PEOU and PU can be inferred, since the perception of 
adequate security has been found to be related to positive 
consumer attitudes toward electronic banking (Jahangir and 
Begum 2008).

In our investigation of how socio-demographics might 
affect people’s perceptions of a new technology, we are par-
ticularly interested in the interactive effects of education. 
Studies have consistently shown a relationship between 
education and privacy-related perceptions, with more highly 
educated persons exhibiting greater awareness of data sur-
veillance and security issues (Baruh et al. 2017). Generally, 
people with more education tend to be earlier adopters of 
new technologies (Rogers 2010). Although this pattern does 
not necessarily apply to value and concerns, focusing instead 
on the adoption of physical technologies (i.e. hardware), it is 
plausible to reason that those with a higher level of educa-
tion can also become earlier adopters at the level of value, 
concerns, and new technology-related threats (i.e. software). 
Because our immediate focus is on health data, we expect 
that people with more education when they are alarmed will 
be even more alert about data security and surveillance, 
potentially nudging them to reform their perceptions about 
health-related use of AI and its benefits.

3.1  Methods

A national sample of adults (n = 246) participated in the 
study administered by Dynata using Qualtrics online plat-
form in February 2019. We opted to use demographically 
diverse participants because we were interested in the func-
tions of socio-demographic backgrounds as well as individ-
ual perceptions about AI. The sample consisted of 134 males 
(54.5%) and 112 females (45.5%). The mean age was 48.03 
(aged 19 to 85, SD = 16.06), and the level of education, on 
a scale of 1 (less than high school) to 5 (graduate degree), 
was M = 3.32, SD = 1.08. Income among the participants was 
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M = 3.73, median = 4, SD = 1.08, measured on a scale of 1 
(less than $20,000) to 8 ($200,000 or more).

Participants were randomly assigned to one of the three 
conditions: (1) security, (2) surveillance, and (3) control. 
Those in experimental groups 1 and 2 (data concern of secu-
rity and surveillance) were told information that pertains 
to AI-related data security and surveillance, respectively. 
The information told in experiment groups 1 and 2 was to 
manipulate participants’ sense of personal data risk so that 
they could perceive a higher level of concern or risk in their 
future use of AI—relative to the baseline control group in 
which no such information was provided. The treatment of 
information in each group was equivalent, except for the data 
risk statement on either security or surveillance, which was 
randomly presented to prime the concern of participants.

A manipulation check was conducted to ensure the effec-
tiveness of the manipulation by asking participants about 
their levels of security and surveillance concerns (Min. = 1, 
Max. = 10; M = 8.79, SD = 1.37). A one-way ANOVA deter-
mined that there was a significant difference between the 
experimental (security-surveillance) and the control group, 
F (2, 240) = 5.88, p < 0.01. A follow-up Fisher’s LSD test 
revealed that participants in the control group (M = 8.39, 
SD = 1.74) rated their concerns significantly lower than 
those in either the security (M = 9.11, SD = 1.07, D = 0.71, 
p < 0.01) or the surveillance (M = 8.86, SD = 1.12, D = 0.47, 
p < 0.05) conditions.

3.2  Measures

The dependent variables of our interest were: (1) the use of 
an AI device for health purposes, (2) participation in daily 
health monitoring activities by AI, and (3) preference for an 
AI-based medical diagnosis over a non-AI human doctor. 
For each of these three, a statement in a fully labeled 5-point 
scale (1 = extremely unlikely; 5 = extremely likely) asked 
participants to estimate their likelihood of accepting AI. 
Reliability of these items was high with Cronbach’s α value 
of 0.85, and they were added to create a summary measure 

that captures the three dimensions of AI acceptance—use, 
participation, and preference (Min. = 3, Max. = 15; M = 8.26, 
SD = 3.49).

Four items of socio-demographics (education, age, 
income, and gender) were used as control variables. We also 
controlled for medical condition because those with chronic 
health issues are likely to need additional assistance, thus 
possibly resulting in a more acceptance of AI. Those who 
reported having one or more of the following conditions 
(diabetes, high blood, heart attack/condition, lung disease, 
arthritis, depression–anxiety or any type of cancer) was 
coded as 1, whereas those who reported having none of these 
problems were coded as 0 (M = 0.21, SD = 0.41).

3.3  Results

To test H1a which predicted a negative effect of security 
and surveillance concerns, we first ran a one-way ANOVA 
with the experimental (security-surveillance) condition as 
the independent variable (coded as 1) and the acceptance of 
AI as the dependent variable. We found no significant dif-
ference between the experimental and control groups. All 
three groups were also compared with regard to their level 
of AI acceptance. Still, the result of the ANOVA revealed 
no significant difference across the three groups (M = 8.60, 
SD = 3.49, security; M = 7.72, SD = 3.40, surveillance; 
M = 8.48, SD = 3.54, control), indicating no direct effect of 
data surveillance and security concerns on the acceptance 
of health-related use of AI.

To address H1b, we run OLS regression analyses with 
PEOU and PU as the dependent variables. Then, we tested 
PROCESS model 4 for the indirect effect (Hayes 2012), with 
PEOU and PU as the mediators and the experimental (secu-
rity-surveillance) condition as the independent variable as in 
the model used to test H1a. First, OLS regressions showed 
significant negative relationships between the independ-
ent variable (security-surveillance) and PEOU (β = − 0.12, 
p = 0.05) and PU (β = − 0.13, p < 0.05), with those effect 
sizes relatively robust. As shown in Table 1, we also found 

Table 1  Indirect effects of 
data security and surveillance 
concerns

Bootstrap resampling = 5000
CI confidence interval

IV Indirect effect Coefficients SE Bootstrap 95% CI

Lower Upper

Security-surveil-
lance (combined)

→ PEOU → AI acceptance − 0.43 0.22 − 0.912 − 0.017

PU − 0.55 0.26 − 1.111 − 0.075
Security → PEOU → AI acceptance − 0.03 0.23 − 0.501 0.419

PU − 0.17 0.26 − 0.727 0.322
Surveillance → PEOU → AI acceptance − 0.41 0.24 − 0.929 0.043

PU − 0.40 0.25 − 0.915 0.082



AI & SOCIETY 

1 3

significant indirect effects of the IV (security-surveillance 
PEOU and PU AI acceptance), with the estimates of − 0.43 
(0.22) [− 0.916 to − 0.017] and − 0.55 (0.26) [− 1.095 to 
− 0.071] (CI entirely above zero). There was no indirect 
effect when we looked at the experimental condition of secu-
rity and surveillance, separately.

To test H1c, PROCESS model 7 was used to detect the 
interactive effect of education, which was hypothesized to 
moderate the effects of the independent variable (surveil-
lance-security) on PEOU and PU (conditional indirect effect 
on the dependent variable). In addition, we split the partici-
pants into high and low education groups (low < median = 3) 
and repeated the tests above. We found no supportive evi-
dence. Instead, we found direct effects of education (− 0.62 
(0.19) [− 1.008 to − 0.245], − 0.44 (0.18) [− 0.814 to 
− 0.085]) in the models that accounted for PEOU and PU 
separately. With respect to other socio-demographic factors, 
the effect of age was significant with the estimate of − 0.04 
(0.01) [− 0.073 to − 0.025] and − 0.04 (0.01) [− 0.065 to 
− 0.019] as older people were less likely to accept health-
related AI. No other socio-demographic factors were statis-
tically significant, nor was the presence of chronic medical 
conditions.

4  Summary of findings and discussion

To summarize, there was no support for H1c, but we found 
the strong support for indirect effects (H1b) in the absence of 
direct effect as predicted by H1a. The results of Study 1 pre-
sented an opportunity to explore the TAM and its heuristic 
constructs applied to the health-related use of AI, preference 
over a human doctor, and participation in AI-based medical 
monitoring.

The finding that individuals—when they perceived the 
benefit of AI as PEOU and PU were likely to accept AI—
supports the findings of prior studies that demonstrated sig-
nificant links between PEOU, PU, and the acceptance of 
new technologies and their applications. Nevertheless, the 
indirect effects observed suggest strongly that the effects 
of positive TAM assessments, such as PEOU and PU, can 
be reversed with increased concern about security and sur-
veillance, as individuals become worried about data threats 
related to AI technologies. Coupled with the absence of 
direct effects of security and surveillance concerns, this 
demonstrates that in the AI-related medical context, the cog-
nitive function preceding AI acceptance (or its rejection) is 
tightly tied to the perceived value of utility—namely, how 
useful or easy to use an AI might be. In other words, the 
function of data-related concern may not be direct, but only 
indirect through one’s rational judgement about AI utility 
values. This makes sense, given that the medical use of AI 
may be on a basis of more tangible needs than other digital 

consumption (namely, as opposed to mindlessly browsing 
through automatically suggested movie lists). Positive per-
ceptions related to the utility of AI might be readily altered 
by personal data-related concern.

Importantly, we found no difference between security 
and surveillance conditions as to their respective effect. 
This finding suggests that neither area of concern is signifi-
cantly more threatening than the other, at least with regard 
to health-related AI. Rather, the perceived benefit of AI in 
health contexts might be less prone to the type of a specific 
data concern, and this result is in line with the above reason-
ing which notes that one’s decision about the medical use of 
AI will depend more on the perceived utility value (Winkel-
man et al. 2005). The finding of no conditional indirect effect 
via education level corroborates this interpretation, in that 
there may exist no or little variation by socio-demographic 
condition, such as one’s extent of formal education, with 
regard to the heuristic function of PEOU or PU assessing 
AI utility.

Significant direct effects of covariates are noteworthy, 
nonetheless, as those with higher education displayed less 
inclination to accept AI (use, preference, and participation) 
for health purposes. The finding that older participants were 
less likely than younger people to accept the medical use of 
AI is also intriguing, given that the need for medical atten-
tion is likely to increase with age. On a similar note, it was 
surprising that having a chronic medical condition did not 
matter in any of the models analyzed in Study 1, although 
we might uncover its significance with additional measures 
of AI application specifically related to a person’s particular 
medical condition. In this context, we reason that advanced 
AI applications, such as robotic surgeons or AI doctors, may 
be still viewed as distant realities by those suffering from 
chronic medical conditions (see Topol 2019).

5  Study 2: Survey

Study 2 aimed to replicate Study 1, extending the proposed 
model beyond health-related uses of AI. Accordingly, we 
modified the AI acceptance in various contexts of shop-
ping, banking, finance, health, law enforcement, insurance, 
and government service. Whereas the experimental setup in 
Study 1 aimed to observe effects of AI related perceptions 
by putting them at the forefront of people’s attention, Study 
2 by using a survey investigated inner workings of heuristic 
decision-making in everyday contexts. We conceptualized 
the acceptance of AI in three dimensions: (1) credibility, (2) 
authenticity, and (3) accuracy. Importantly, Study 2 does 
not concern AI-instigated activities as observed in Study 1. 
Instead, we take a more subtle approach to understanding AI 
use, as we consider that the technological features of AI will 
broaden its use to the extent to which people find automated 
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information, decisions, and recommendations made by AI 
to be credible (i.e. trustworthy), authentic (i.e. verifiable), 
and accurate (i.e. correct).

People’s credibility judgement can be explained in terms 
of perceptional evaluation, which is particularly helpful for 
our purposes, given our study’s emphasis on the role of heu-
ristic perceptions in the acceptance of AI as a new technol-
ogy (Araujo et al. 2020; Shin 2021a, b). We propose that in 
consuming information suggested by AI, people go through 
quick evaluations, falling back on accessible mental short 
cuts of (1) PEOU and PU assessments and (2) data secu-
rity and surveillance concerns specific to AI. In this way, 
the acceptance of AI as a credible source of information 
is impacted by multiple layers of heuristic predictors. As 
discussed in Study 1, PEOU and PU should lead to a higher 
level of acceptance. Perceptions of security and surveillance 
concerns, however, will negatively influence both PEOU and 
PU levels, reducing the acceptance of AI and the credibility 
of its information. Decisions on whether to accepting AI as 
an accurate and authentic source of information (Hilligos 
and Rieh 2008; Pelau et al. 2021; Sang et al. 2020; Vassakis 
et al. 2018) will also be vulnerable to security and surveil-
lance concerns because these raise questions about hacking 
or/and third-party snooping, i.e. whether information pro-
vided is verifiable and correct at all.

At the end, Study 2 focuses on how individuals come to 
appreciate, evaluate, and eventually accept information in 
its credibility and related dimensions, when the source of 
information is automated by AI. We modify the line of rea-
soning built in Study 1, predicting that high levels of secu-
rity and surveillance concerns will be less likely to result in 
the acceptance—indicated by credibility, authenticity, and 
accuracy—of information, decisions, or recommendations 
by AI (H2a). As in Study 1, we also predict negative rela-
tionships between security or surveillance and PEOU or PU, 
which will in turn indirectly affect the acceptance of AI in 
the three dimensions described above (H2b). In assessing 
the influences of social environments, we propose potential 
moderations by age, income, and education (Rogers 2010). 
We expect more affluent subjects, older people, and those 
with higher education to be less likely to accept or more 
critically evaluate AI, when they are concerned about sur-
veillance and security (H2c). We thus broaden our analysis 
of socio-demographic factors relative to Study 1, when we 
considered only education as a possible conditional factor 
in H1c.

5.1  Methods

The data for Study 2 were collected and potential U.S. 
respondents were recruited by Dynata online in Janu-
ary–February 2019 (the age of 18 and above), with an initial 
sample of 950. From this, we excluded any respondents who 

failed an attention-check question, leaving a sample of 753 
for analysis. Descriptive statistics reported below show that 
the demographic characteristics in the final sample are close 
to figures reported in the U.S. 2015 American Community 
Survey (ACS). Females were 54.8% (ACS = 51.4%); median 
income was 4, M = 3.77, SD = 1.97, $50,000 to $74,999 
(ACS = $53,889); average education level (the range of 1–5) 
was some college, with M = 3.28, SD = 1.08 (ACS = some 
college); and the mean age was 46.47 (SD = 15.43) 
(ACS = 45–54 years).

5.2  Measures

To assess the criterion variable of AI acceptance in (1) 
credibility, (2) authenticity, and (3) accuracy, we used six 
items. In each case, we asked the respondents to rate all three 
dimensions on a five-point scale ranging from 1 (not at all) 
to 5 (extremely). The items included (a) a bank that uses AI 
to determine the best banking products to offer a customer, 
(b) the use of AI to provide personalized purchase recom-
mendations, (c) a doctor using AI for aid in making a better 
diagnosis or recommendation, (d) a judge using AI to help 
make a better legal decision, (e) an insurance company using 
AI to monitor and analyze the respondent’s daily activities, 
and (f) the government using AI to provide personalized 
public services. The wording for each item was as follows: 
assuming you had access to AI system, product or services, 
we are interested in (1) how accurate, (2) how authentic, 
and (3) how credible you would consider each AI machine 
and its decisions.

A principal component analysis with un-rotated factor 
was performed on the six items in each dimension. Items 
in accuracy loaded on a single factor, explaining 68.90% of 
the variance (Cronbach’s alpha of 0.91). All items in each 
of authenticity and credibility also loaded on a single factor, 
with 74.21% and 73.29% of variance explained (Cronbach’s 
alpha of 0.93 and 0.92). Six items in each dimension of AI 
acceptance were summed to create a score (AI accuracy, 
M = 15.51, SD = 6.04; AI authenticity, M = 14.99, SD = 6.40; 
AI credibility, M = 14.93, SD = 6.35, in all ranged from 6 
to 30).

The original TAM was interested in the effect of user 
intention on adoption and actual use of a new technol-
ogy. We adopted this unitary measure to assess whether 
one’s overall intention to use AI mediates the effects of 
other predictors, as in the original TAM (Venkatesh et al. 
2003). We asked how much respondents actually intend to 
use AI when they have access to an AI-enhanced system, 
product, or service. They reported the intensity of their 
agreement on a five-point scale ranging from 1 (strongly 
disagree) to 5 (strongly agree) (M = 2.89, SD = 1.26). 
Intention to use was correlated with each AI acceptance 
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dimension (accuracy 0.63, authenticity 0.61, credibility 
0.60; all r, p < 0.001), displaying antecedent functions of 
this construct.

As in Study 1, the independent variable of interest is 
the data concern of security and surveillance. We used 
eight items (four for each threat) and asked respondents 
to estimate their concern about the likelihood that using 
AI would result in heightened risk of a data security or 
surveillance. A 5-point scale ranging from 1 (extremely 
unlikely) to 5 (extremely likely) was used. We added all 
items on each threat to create two overall scores: security 
(M = 16.44, SD = 3.29, Min. = 4, Max. = 20, Cronbach’s 
alpha = 0.86) and surveillance (M = 16.87, SD = 3.38, 
Min. = 4, Max. = 20, Cronbach’s alpha = 0.90).

These two TAM variables were measured using a total 
of six items. On a 5-point scale, respondents were asked 
to rate the degree to which they agreed with each state-
ment assessing the potential of AI in its ease of use and 
usefulness (1 = strongly disagree to 5 = strongly agree). 
All items were added to create a score in each of PEOU 
and PU (M = 9.39, SD = 2.70, Min. = 3, Max. = 15, PEOU; 
M = 9.70, SD = 3.06, Min. = 3, Max. = 15, PU). Cron-
bach’s alpha value was 0.74 (PEOU) and 0.87 (PU). All 
item wordings and descriptive statistics for PEOU, PU, 
and security and surveillance concerns can be found in 
Table 2.

Age, gender, education and income were controlled for 
in all analyses in Study 2. To account for the possibility 
that owning any AI device may reflect a general accept-
ance of information generated by AI, we controlled for 
ownership of AI home-devices such as Google Home or 
Amazon Alex, with 28.8% of the respondents owning at 
least one device.

5.3  Results

Study 2 expands our testing of the proposed causal links 
among different predictors. PROCESS model 6, which 
employs OLS path analyses with three mediators, was 
used for H2a and H2b, and Fig. 1 details the paths of 
direct and indirect effects. To test H2c, the moderators of 
education, income, and age were used in PROCESS model 
7 in which the effects of the independent variables (secu-
rity and surveillance concerns) via each mediator (PEOU, 
PU, and intention to use) were moderated—namely, con-
ditional indirect effects. In support of H2a, we found sig-
nificant direct effects of both security and surveillance 
concerns in all dimensions of AI acceptance (for security, 
accuracy, − 0.13 (0.04) [− 0.231 to − 0.039], authentic-
ity, − 0.17 (0.05) [− 0.277 to − 0.069], credibility, − 0.17 
(0.05) [− 0.280 to − 0.070]; for surveillance, accuracy, 
− 0.15 (0.04) [− 0.248 to − 0.058], authenticity, − 0.19 
(0.05) [− 0.296 to − 0.090], credibility, − 0.16 (0.05) 
[− 0.297 to − 0.059], with all 95% CI). The support for 
H2b where indirect effects were expected, however, was 
mixed. For security concern, we found indirect effects 
via three mediators (PEOU PU intention to use) in each 
of three dimensions (accuracy, − 0.01 (0.00) [− 0.033 to 
− 0.003], authenticity, − 0.01 (0.00) [− 0.034 to − 0.004], 
credibility, − 0.01 (0.00) [− 0.032 to − 0.004], with all 
95% CI). For surveillance concern, no support was found 
in any of the dimension, indicating that the precise paths 
of cognitive response differ by the type of data concern.

Table 3 shows the results of OLS regression employed 
in PROCESS model 6, which allows us to detect precise 
effects of predictors in each path. Note differences between 
security and surveillance concerns in influencing each 
mediator. Security concern negatively affected PEOU 

Table 2  Descriptive statistics of PEOU, PU, security, and surveillance concerns

Predictors Individual measures M SD

Security Criminal use of AI technologies 3.93 1.04
M = 16.44, SD = 3.29 Malfunctions or/and bugs 4.14 0.93
Min. 4; Max. 20 Cyber-attacks or hacking 4.21 0.92

Less security of personal data 4.15 1.00
Surveillance Companies and/or the government having greater access to info about people 4.19 0.99
M = 16.87, SD = 3.38 An increase in the monitoring of what people do 4.25 0.94
Min. 4; Max. 20 An increase in the data collection of people’s digital habits and activities 4.26 0.94

Little control over the information collected about people in their daily life 4.16 0.96
PEOU perceived easiness Interacting with AI will not require a lot of my mental effort 3.10 1.12
M = 9.39, SD = 2.70 I will find AI to be easy to use 3.25 1.09
Min. 3; Max. 15 I will find AI flexible to interact with 3.03 1.10
PU perceived usefulness Using AI will enable me to accomplish tasks or what I want more quickly 3.35 1.07
M = 9.70, SD = 3.06 Using AI will enhance my effectiveness 3.27 1.11
Min. 3; Max. 15 I will find AI useful in my work 3.08 1.22
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[B = − 0.08 (0.02), p < 0.01], which affected PU [B = 0.61 
(0.03), p < 0.001] affecting intention to use [B = 0.22 (0.01), 
p < 0.001] that was significantly linked to AI credibility 

[B = 1.57 (0.20), p < 0.001], authenticity [B = 1.67 (0.20), 
p < 0.001], and accuracy [B = 1.58 (0.18), p < 0.001]. Sur-
veillance concern, on the other hand, displayed no effect on 

Concern 

PEOU 

PU Inten�on to 
Use

AI 
Acceptance 

Credible Accurate Authen�c 

Surveillance 

Security 

Fig. 1  Conceptual model of AI acceptance. Hypothesized relationships are indicated by solid arrows, with dotted arrows for additional statistical 
analyses accounted to estimate every path in regression analyses

Table 3  Regression analyses for direct and indirect relationships

Unstandardized coefficients (B) reported. Standard errors in parentheses
*p < 0.05, **p < 0.01, ***p < 0.001, M mediator. F-statistic, constant, and effects of covariates reported pertain to the model with IV of security 
concern. Separate analyses were run for surveillance concern

PEOU PU Intention to use AI Accuracy AI authenticity AI credibility

IV: security − 0.08 (0.02) ** − 0.01 (0.02) − 0.01 (0.00) − 0.13 (0.04) ** − 0.17 (0.05) ** − 0.17 (0.05) **
IV: surveillance − 0.01 (0.02) − 0.03 (0.02) − 0.02 (0.00) ** − 0.15 (0.04) ** − 0.19 (0.05) *** − 0.16 (0.05) **
M1: PEOU – 0.61 (0.03) *** 0.07 (0.01) *** 0.18 (0.07) * 0.16 (0.08) * 0.11 (0.08)
M2: PU – 0.22 (0.01) *** 0.58 (0.07) ** 0.61 (0.08) *** 0.65 (0.08) ***
M3: intention – 1.58 (0.18) *** 1.67 (0.20) *** 1.57 (0.20) ***
Age − 0.02 (0.00) ** 0.00 (0.00) − 0.00 (0.00) − 0.02 (0.01) ** − 0.01 (0.01) − 0.02 (0.01)
Female − 0.21 (0.19) 0.08 (0.18) − 0.12 (0.06) − 0.58 (0.33) − 0.55 (0.36) − 0.71 (0.36)
Income − 0.19 (0.05) *** − 0.04 (0.05) − 0.02 (0.01) 0.10 (0.09) 0.01 (0.10) 0.11 (0.10)
Education 0.13 (0.09) − 0.00 (0.09) 0.00 (0.03) 0.16 (0.16) 0.18 (0.18) 0.18 (0.18)
AI device owned 1.48 (0.22) *** 1.28 (0.21) *** 0.44 (0.08) *** 0.69 (0.41) 0.84 (0.44) 0.61 (0.45)
Constant 11.90 (0.73) 3.73 (0.80) 0.52 (0.29) 6.89 (1.48) 6.11 (1.61) 6.65 (1.62)
Adjusted R 0.12 0.39 0.53 0.48 0.46 0.44
F statistic 17.03 *** 68.54 *** 108.66 *** 79.01 *** 70.53 *** 66.48 ***
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either of PEOU and PU, but directly and negatively affecting 
intention to use [B = − 0.02 (0.00), p < 0.01].

Effects of covariates are important to address as we are 
interested in overall socialization, along with hypothesized 
conditional indirect effects (with income, education, and 
age, H2c). As shown in Table 3, age and income displayed 
significant influences on PEOU, with older people and those 
with higher income less likely to perceive the easiness of AI 
[B = − 0.02 (0.00), p < 0.01; B = − 0.19 (0.05), p < 0.001]. 
We also found the effect of age on AI accuracy as the older 
people were less likely to accept AI as accurate [B = − 0.02 
(0.01), p < 0.01]. Interestingly, accounting for all variables 
in regression models, the significant effect of AI device own-
ership (on PEOU, PU, and intention to use) entirely disap-
peared for all three dimensions, indicating that owning AI 
devices alone does not lead to the acceptance of AI-gener-
ated recommendation. Finally, we found conditional indirect 
effects of income and education on AI acceptance via PU, 
but the effect was significant only for surveillance concern, 
providing a limited support for H2c.

We plot the pattern in Fig. 2, which shows the nega-
tive conditional indirect effects of surveillance concern 
via PU on all dimensions of AI acceptance (education: 
accuracy, − 0.05 (0.01) [− 0.093 to − 0.015], authentic-
ity, − 0.05 (0.02) [− 0.099 to − 0.017], credibility, − 0.05 
(0.02) [− 0.103 to − 0.017]; income: accuracy, − 0.02 
(0.01) [− 0.052 to − 0.007], authenticity, − 0.03 (0.01) 
[− 0.054 to − 0.008], credibility, − 0.03 (0.01) [− 0.058 
to − 0.009], with all 95% CI).3 The arrow in each figure 
indicates the precise point of each moderator at which the 
indirect effect becomes significant. For education, no indi-
rect effect was found for respondents with “some college” 
or less. Similarly, with regard to income, we found the 
indirect effect only among those with annual income above 
$100,000. That is to say, indirect effects of surveillance 
concern via PU on AI acceptance varied depending upon 
one’s income and educational level.

Fig. 2  Conditional interaction 
between surveillance and PU. 
Y = estimates of PROCESS 
index of conditional indirect 
effect of security and surveil-
lance concerns, with a solid line 
for the trend and a dotted line 
for moving average (average of 
a series of coefficients, namely 
at the level between 2 and 3, 
and then, between 3 and 4 of 
moderator). Arrows indicate 
the precise levels of modera-
tors at which estimates become 
significant

Education Income  
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6  Summary of findings and discussion

The findings of Study 2, based on a survey, echoed the 
premise of Study 1 that the affordance of AI is contingent 
upon individual perceptions that are heuristically available 
in terms of PU and PEOU as well as security and surveil-
lance concerns. But there were important differences as 
Study 2 extended the scope of AI acceptance into other 
areas of AI applications.

First, we highlight mixed support for H2b, as indirect 
effects of security concern were present in all three dimen-
sions of AI, whereas we found no support for surveillance 
concern. This is interesting, because it shows that as in 
Study 1, the concern for data security was tightly linked to 
the perceived utility value of AI (i.e. to PEOU and PU). In 
other words, when security-related concerns cause people 
to turn away from AI, it seems to be because such issues as 
hacking, data breaches, or criminal use of confidential data 
prompt them to reassess AI’s practical usefulness. Study 
2’s findings indicate that this heuristic judgement happens 
not only in an evaluation of potential AI uses, but also in 
terms of assessing the automated recommendations with 
regard to their credibility, authenticity, and accuracy. Sec-
ond, although surveillance concern had no indirect effect 
as predicted, we did find direct effects of both security and 
surveillance concerns. This means that unlike the effect 
of data security, surveillance concern might affect the 
acceptance of automated information in a shorter cognitive 
route, not interlinked with heuristic evaluation of PEOU 
and PU. Also unlike Study 1 in which we found no differ-
ence between security and surveillance concerns, Study 2 
shows that differences do arise when it comes to accepting 
the acceptance of AI-based information. In other words, 
controlling for socio-demographics, surveillance concern 
can be explained by the heuristic bypassing of PEOU and 
PU in inhibiting all aspects of AI credibility, accuracy, 
and authenticity.

Another interesting discovery of Study 2 is the power 
of PEOU and PU in explaining AI acceptance. In con-
trast, owning an AI personal device had no effect on any 
of the three dimensions, indicating that simply having 
access to AI devices does not necessarily lead to a fuller 
openness to AI-based suggestions. The finding of limited 
effects of socio-demographic factors, except for age (with 
older people being less likely to accept the accuracy of 
AI), also indicates that the heuristic powers of PEOU and 
PU are more robust than any other factors in the models. 
However, PEOU and PU exhibited variance along socio-
demographic lines, as those with higher income and older 
people were less likely to view AI as useful or easy to 
use. To the extent that the significance of PEOU and PU 
remains subject to specific socio-demographic conditions, 

we can say that the formation of heuristic antecedents to 
AI acceptance is not solely a product of individual cog-
nition, but also of socialization. In this regard, it is par-
ticularly critical to address the conditional indirect effect 
of surveillance concerns via PU on income and educa-
tion, which suggests that when concerns about surveil-
lance are prominent, those with an education level higher 
than “some college” and a household income of more than 
$100,000 are far less likely to consider AI as accurate, 
authentic, or credible, as they come to perceive AI has 
having little usefulness. The finding is fascinating in that 
it indicates that when surveillance concerns have a nega-
tive indirect effect via PU, the effect is socially contingent. 
Moreover, these results were significant on all dimensions 
of AI (i.e. accuracy, authenticity, and credibility).

7  Theoretical and practical implications

The two studies presented above show that the TAM, when 
modified with the variables of surveillance and security that 
are contextual of AI, can demonstrate delicately interlinked 
cognitive functions of AI acceptance. In Study 1, in which 
participants in the experimental condition were informed of 
data security and surveillance threats of AI, we observed that 
those manipulations created differences, indirectly through 
the heuristic predictors of PEOU and PU, in the acceptance 
of health-related AI use. In Study 2, we replicated the find-
ings with regard to the acceptance of AI-based decisions in 
the areas of law, government, shopping, insurance, finance, 
as well as health, and we found direct and indirect effects 
of data security concern through PEOU and PU. In both 
studies, we investigated the conditional indirect effects with 
socio-demographics and Study 2 found such supports via 
PU, as we propose to understand AI as the end-user accept-
ance of technological use (Study 1) as well as of its auto-
mated information, decisions, or/and recommendations 
(Study 2).

A major contribution of this study is the demonstration 
that AI technologies, related affordances, and threats can 
be understood from the rational perspective of end-user 
consumption. Our point of departure was that the TAM, 
in its heuristic predictors, explains the function of cogni-
tive rationality related to AI, helping us to map interlaced 
steps with security and surveillance concerns (Acquisti et al. 
2015), as their effects on individual decision making are also 
conditional upon socio-demographic backgrounds (Rogers 
2010). The empirical findings in our two studies offer greater 
opportunities for integrating different perspectives on the 
social shaping of heuristic rationality and its effects, while 
adhering to the core premise of the TAM that individuals can 
be rational actors in deciding on potential benefits of their 
choices. After all, people resort to quick mental shortcuts 
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or heuristic cues of a threat-and-risk for split seconds, and 
their decisions are hardly immune from socialization. On 
this note, contrary to Study 2’s findings, if we found no 
relationship between aspects of social privilege (i.e. having 
more education and greater income) and careful, deliberate 
acceptance of AI decisions, then there would be little to 
debate. But because one’s social background conditions how 
one incorporates data surveillance concerns, which in turn 
impacts one’s perceptions of AI’s usefulness, we can expect 
that the social, economic, and political opportunities enabled 
by AI will be unevenly distributed.

The theoretical flexibility of the TAM continuously 
allows for modeling additional variables that are either exter-
nal or complementary to the model’s original constructs of 
PEOU and PU. In this way, future AI system designers can 
have better conceptual tools to understand how individual 
cognition will respond to the rapid transition to personalized, 
data-based AI platforms. For instance, if AI programmers 
want to optimize user adoption of or participation in the 
full affordance of AI, their effort to transform personal data 
inputs into informational outputs should be accompanied by 
endeavors to foster more favorable perceptions about how 
the system will handle data safely (Ananny and Crawford 
2018; Milano et al. 2020). Missteps in imprinting heuristics 
in users’ minds may result in outright rejection of AI’s cred-
ibility (as shown by the results of Study 2), no matter how 
useful a particular digital platform can be.

We can summarize the import of our results as follows. 
First, our findings clarify the joint processing of technologi-
cal risk (security and surveillance) and benefit (PEOU and 
PU) assessment in a succession of cognitive heuristics. In 
this context, the acceptance of AI, whether at the level of 
either hardware adoption or consumption of information, 
stems from sequential steps that are heuristically linked, 
directly and indirectly. The presence or absence of those 
links is key to predicting the extent to which an individual 
will accept (or critically reject) AI. Here the distinction 
between security and surveillance, often conflated in public 
discourse, is important. One might correctly note that secu-
rity has more to do with illegal access to data, as opposed to 
surveillance involving monitoring, collecting, and retaining 
personal information. As seen in the lack of direct effect of 
surveillance concern on PEOU and PU in Study 2, people 
seem to see that the ease of AI and its functional useful-
ness have little to do with surveillance, but a lot more to do 
with data security in their evaluation of AI-based financial 
or legal consulting, for instance. Or it can be simply the case 
that surveillance invokes not a train of cognitive responses 
in succession, but fearsome heuristics resulting in outright 
rejection of automated recommendations.

What is open for further debate is whether individual 
assessments concerning AI will stay purely rational as 
premised in the TAM. Rationality does not necessarily mean 

better, wiser, or even more informed decisions. In the end, 
perfectly rational but uninformed decisions related to AI are 
entirely possible. Imagine a scenario in which a person does 
not care about surveillance, finds a certain AI suggestion 
useful, and thus accepts the entire parameters of AI; but in 
fact, the person’s private data may continuously distort what 
is algorithmically recommended (Araujo et al. 2020; Shin 
2021a). As seen in the significance of the heuristic predic-
tors of the TAM across all AI acceptances in Study 1 and 
Study 2, no matter how incomplete or imperfect one’s evalu-
ations of AI might be, one will be likely to act upon her per-
ceptions. This has important implications in that people for 
the lack of complete information and algorithmic transpar-
ency will be more likely to rely on readily accessible mental 
cues to guide their AI-related decision making (Park 2021a, 
b). The scope of future works thus needs to expand to fully 
specify other cognitive heuristics that instigate, encourage or 
prevent AI acceptance. Expectancy violation, for instance, 
may explain one’s rejection of AI recommendation and its 
credibility, when a person sees her expectations about the 
anonymity of data being violated in automated lists of prod-
uct options. Reputation heuristic is also a likely candidate, 
given that a big brand name like Google or Apple will pro-
vide its users with quick cues of convenience and usefulness, 
or even negative connotations of surveillance for that matter.

Scholars in their future works might find it fruitful to 
uncover precisely how these alternative perceptional heu-
ristics create the likelihood of AI acceptance in conjunction 
with PEOU or PU. Such precision will help us understand AI 
consumption decisions elicited of multiple cognitive heuris-
tics. In this context, social influence at the meso-level, when 
this is understood as following others’ AI-related decision 
within an organization, might be a more precise measure 
than socio-demographics at a macro-level as in this study’s 
analysis. The modifications will be important because psy-
chological antecedents alone may not be sufficient to explain 
variations in decision making regarding new technologies. 
The resulting perspectives will provide insight on enduring 
roles of socialization that incubates individuals’ perceptions 
as members of one’s social groups are likely to exert imme-
diate influence on positive or negative assessments with 
regard to AI technology.
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